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degradation strengths. Consistency is imposed according to blur/compression strength. incorporating them into UNIR [Pajot+ICLR2019] (see our paper for details).

NOTE: Representative results are selected.
See our paper for detailed results.
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